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(57) ABSTRACT

Onboard information device mounted on vehicle to provide
information for supporting passenger includes voice acquisi-
tion unit that continually detects and acquires voice the pas-
senger utters while the onboard information device is operat-
ing; voice recognition unit that recognizes speech contents of
the voice the voice acquisition unit acquires; vehicle state
detector that detects vehicle state including environmental
state in the vehicle, surrounding state of the vehicle or oper-
ating state of the vehicle; output controller that creates display
data or voice data from the speech contents recognized by the
voice recognition unit according to the vehicle state the
vehicle state detector detects, and that controls output of the
display data or voice data; and output unit that outputs the
display data or voice data the output controller creates. It can
perform effective conversation support in real time according
to recognition result obtained by continually recognizing
speech contents of the passenger.
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1
ONBOARD INFORMATION DEVICE

TECHNICAL FIELD

The present invention relates to an onboard information
device that continually recognizes speech contents of a pas-
senger to support conversation in a vehicle.

BACKGROUND ART

As for conversation in a vehicle in general, there is a
problem in that engine noise, tire noise, or noise from outside
the vehicle can cause the conversation contents to be lost.
Accordingly, techniques to improve the problem have been
proposed conventionally. For example, Patent Document 1
discloses an in-vehicle conversation support system that
picks up conversation in a vehicle with a microphone, and
enables listening it through a loud speaker.

However, the conventional in-vehicle conversation support
system disclosed in the Patent Document 1, for example, is
conversation support by voice. Accordingly, it has a problem
in that when the voice output from the speaker is missed, it
cannot solve the problem. In addition, since it uses voice data,
the contents cannot be confirmed unless it is played back
thereafter. Furthermore, it is likely that howling can occur
because of picking up the sound with the microphone and
outputting from the speaker.

Accordingly, it is conceivable to pick up conversation in
the vehicle with a microphone, and provides the conversation
contents in character strings.

As techniques relevant to the subject, various devices have
been proposed which pick up speech contents in the confer-
ence with a microphone, and automatically record minutes.
For example, Patent Document 2 discloses a voice recogni-
tion device and conferencing system capable of recording
minute data that reproduces speech contents of each of the
talkers.

PRIOR ART DOCUMENT
Patent Document

Patent Document 1: Japanese Patent Laid-Open No. 2008-
42390.

Patent Document 2: Japanese Patent Laid-Open No. 2008-
275987.

DISCLOSURE OF THE INVENTION
Problems to be Solved by the Invention

However, although the conventional voice recognition
device and conferencing system disclosed in the Patent Docu-
ment 2, for example, can record the voice as character strings,
since it is a conferencing system, it does not suppose to be
used in a vehicle or as the in-vehicle conversation support.
Accordingly, it does not consider a conventional problem
during driving of a vehicle in that the engine noise, tire noise,
or noise from outside the vehicle can interfere with the con-
versation contents and cause to fail to catch them. In addition,
it does not consider to prepare real-time conversation support
for those who fail to catch the conversation contents. Conse-
quently, even if the voice recognition device and conferenc-
ing system disclosed in the Patent Document 2, for example,
is applied to an onboard information device, it cannot solve
the problems peculiar to the vehicle.
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The present invention is implemented to solve the forego-
ing problems. Therefore itis an object of the present invention
to provide an onboard information device capable of carrying
out effective conversation support in real time in accordance
with a recognition result of continuous recognition of the
conversation contents in a vehicle.

Means for Solving the Problems

To accomplish the foregoing problems, an onboard infor-
mation device in accordance with the present invention which
is mounted on a vehicle to provide information for supporting
a passenger comprises: a voice acquisition unit that continu-
ally detects and acquires voice the passenger utters while the
onboard information device is in operation; a voice recogni-
tion unit that recognizes speech contents of the voice acquired
by the voice acquisition unit; a keyword extraction unit that
extracts a prescribed keyword from the speech contents rec-
ognized by the voice recognition unit; a vehicle state detector
that detects a vehicle state including an environmental state in
the vehicle, a surrounding state of the vehicle or an operating
state of the vehicle; and an output controller that creates
display data or voice data from the speech contents recog-
nized by the voice recognition unit in accordance with the
vehicle state detected by the vehicle state detector and the
keyword extracted by the keyword extraction unit, and that
carries out output control of the display data or voice data to
an output unit.

Advantages of the Invention

According to the onboard information device in accor-
dance with the present invention, it can carry out effective
conversation support in real time on the basis of the recogni-
tion result of the continual recognition of the speech contents
of'a passenger (a speaker such as a fellow passenger).

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram showing a basic configuration of
an onboard information device of an embodiment 1;

FIG. 2 is a flowchart showing a basic operation of the
onboard information device of the embodiment 1;

FIG. 3 is a block diagram showing a configuration of an
onboard information device of the embodiment 1;

FIG. 4 is a flowchart showing the operation of the onboard
information device of the embodiment 1;

FIG. 5 is a diagram showing a display example of conver-
sation contents displayed on a display unit;

FIG. 6 is a block diagram showing a configuration of an
onboard information device of an embodiment 2;

FIG. 7 is a flowchart showing the operation of the onboard
information device of the embodiment 2;

FIG. 8 is a block diagram showing a configuration of an
onboard information device of an embodiment 3;

FIG. 9 is a flowchart showing the operation of the onboard
information device of the embodiment 3;

FIG. 10 is a block diagram showing a configuration of an
onboard information device of an embodiment 4;

FIG. 11 is a flowchart showing the operation of the onboard
information device of the embodiment 4;

FIG. 12 isa display example when a display unit is installed
at the passenger seat;

FIG. 13 is a display example when the display unit is
installed at the driver’s seat;

FIG. 14 is another display example when the display unit is
installed at the passenger seat;
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FIG. 15 is a block diagram showing a configuration of an
onboard information device of an embodiment 5;

FIG. 16 is a flowchart showing the operation of the onboard
information device of the embodiment 5;

FIG. 17 is a block diagram showing a configuration of an
onboard information device of an embodiment 6;

FIG. 18 is a block diagram showing a configuration of an
onboard information device of an embodiment 7;

FIG. 19 is a flowchart showing the operation of the onboard
information device of the embodiment 7;

FIG. 20 is a block diagram showing a configuration of an
onboard information device of an embodiment §;

FIG. 21 is a block diagram showing a configuration of an
onboard information device of an embodiment 9;

FIG. 22 is a block diagram showing a configuration of an
onboard information device of an embodiment 10;

FIG. 23 is a flowchart showing the operation of the onboard
information device of the embodiment 10;

FIG. 24 is a block diagram showing a configuration of an
onboard information device of an embodiment 11;

FIG. 25 is a flowchart showing the operation of the onboard
information device of the embodiment 11;

FIG. 26 is a block diagram showing a configuration of an
onboard information device of an embodiment 12; and

FIG. 27 is a flowchart showing the operation of the onboard
information device of the embodiment 12.

BEST MODE FOR CARRYING OUT THE
INVENTION

The best mode for carrying out the invention will now be
described with reference to the accompanying drawings.
Embodiment 1

According to the present invention, an onboard informa-
tion device of an onboard navigation system, onboard audio
system, onboard video system or the like continually recog-
nizes the speech contents of a passenger in a vehicle while the
onboard information device is active, and carries out conver-
sation support in real time on the basis of the recognition
result. This also fits to the following embodiments.

FIG. 1is a block diagram showing a basic configuration of
an onboard information device of an embodiment 1 in accor-
dance with the present invention. The onboard information
device comprises a voice acquisition unit 1, a voice recogni-
tion unit 2, a display controller (output controller) 3, and a
display unit (output unit) 4. In addition, although not shown in
the drawing, the onboard information device also comprises a
key input unit that acquires an input signal using keys, a touch
screen or the like.

The voice acquisition unit 1 carries out A/D conversion of
speech of a passenger picked up with a microphone in a
vehicle, that is, the voice input by the speech of a passenger in
the vehicle, and acquires it in a PCM (Pulse Code Modula-
tion) format, for example. In addition, in the environment in
the vehicle, since music, guidance voice and the like are
output from an onboard audio or car navigation, it is assumed
here that these sounds undergo such processing that will
prevent the voice acquisition unit 1 from acquiring them
using a common echo cancellation technique using an FIR
(Finite Impulse Response) filter.

The voice recognition unit 2 has a recognition dictionary
(not shown), detects a voice-active section corresponding to
speech contents a passenger utters from the voice data
acquired by the voice acquisition unit 1, extracts features of
the voice data in the voice-active section, carries out the
recognition processing using the recognition dictionary on
the basis of the features, and outputs a character string of the
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voice recognition result. Incidentally, as the recognition pro-
cessing, it is possible to use an ordinary method such as an
HMM (Hidden Markov Model), for example. In addition, as
the voice recognition unit 2, a voice recognition server on a
network can also be used.

By the way, it is general for the voice recognition function
mounted on a car navigation system or the like to cause a
passenger to specify (instruct) a start of speech to the system.
To achieve this, a button or the like for instructing the voice
recognition start (referred to as a “voice recognition start
instruction unit” from now on) is displayed on a touch screen
or mounted on the steering wheel. Then, after the passenger
pushes down the voice recognition start instruction unit, the
voice uttered is recognized. More specifically, when the voice
recognition start instruction unit outputs the voice recogni-
tion start signal, and the voice recognition unit receives the
signal, it detects a voice-active section corresponding to the
contents of the speech of the passenger from the voice data
acquired by the voice acquisition unit, and executes the rec-
ognition processing described above.

The voice recognition unit 2 of the present embodiment 1,
however, continually recognizes the contents the passenger
utters even if the passenger issues no voice recognition start
instruction. More specifically, even if the voice recognition
unit 2 does not receive the voice recognition start signal, it
repeatedly carries out the processing of detecting the voice-
active section corresponding to the contents the passenger
utters from the voice data acquired by the voice acquisition
unit 1, extracting the features of the voice data in the voice-
active section, executing the recognition processing using the
recognition dictionary based on the features, and outputting
the character string of the voice recognition result. Inciden-
tally, this also applies to the embodiments described below.

The display controller 3 creates the display data of the
speech contents of the passenger which are the voice recog-
nition result of the voice recognition unit 2, and arranges the
display data in a time-series order, for example.

The display unit 4 displays the display data generated by
the display controller 3, and is comprised of the display
screen of a navigation system, the display unit on the dash-
board, a windshield, and a rear seat entertainment (RSE) or
the like, for example.

Next, the basic operation of the onboard information
device will be described. FIG. 2 is a flowchart showing the
basic operation of the onboard information device of the
embodiment 1. Incidentally, the following processing is car-
ried out continually during the operation of this device (on-
board information device).

First, if any speech input takes place, the voice acquisition
unit 1 acquires the input voice, and carries out A/D conversion
to obtain the voice data of a PCM format, for example (step
ST1). Next, the voice recognition unit 2 recognizes the voice
data obtained by the voice acquisition unit 1 (step ST2). Then
the display controller 3 creates the display data by arranging
the character strings of the voice recognition result by the
voice recognition unit 2 in a time-series order, and delivers the
display data to the display unit 4, thereby being able to display
the conversation contents in the character strings on the dis-
play unit 4 (step ST3) (see FIG. 12 of an embodiment 4 that
will be described later).

FIG. 3 is a block diagram showing a configuration of an
onboard information device of the embodiment 1 in accor-
dance with the present invention. Incidentally, the same com-
ponents as those of the basic configuration shown in FIG. 1
are designated by the same reference numerals and their
duplicate description will be omitted. As compared with the
basic configuration shown in FIG. 1, the following embodi-
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ment 1 is provided with a plurality of (N) microphones for N
passengers by considering that a plurality of passengers are in
the vehicle, and comprises an in-vehicle environmental state
detector (vehicle state detector) 30 that detects the position of
speech of each passenger.

Then the onboard information device of the present
embodiment 1 comprises voice acquisition units 1 (1-1,
1-2,...,1-N) by the number of the passengers (microphones)
N, voice recognition units 2 (2-1, 2-2, . . ., 2-N) correspond-
ing to them, the in-vehicle environmental state detector (ve-
hicle state detector) 30, the display controller (output control-
ler) 3 and the display unit (output unit) 4. Thus, it comprises
a plurality of pairs of the voice acquisition units 1 and voice
recognition units 2, each of which is provided for each pas-
senger in the vehicle.

The in-vehicle environmental state detector (vehicle state
detector) 30 in the embodiment 1 in accordance with the
present invention detects as the environmental state in the
vehicle the located state of the voice acquisition units 1 (1-1,
1-2,...,1-N) provided for the individual passengers, thereby
being able to detect the position of speech of each passenger.

In addition, the display controller 3 (output controller)
generates from the voice recognition result by the voice rec-
ognition unit 2 the display data and carries out output control
thereof as the speech contents corresponding to the speech
position of each passenger detected by the in-vehicle envi-
ronmental state detector (vehicle state detector) 30. For
example, it creates the display data in a mode that enables
identification of the plurality of passengers by arranging the
display data in a time-series order for each passenger.

Next, the operation of the onboard information device of
the present embodiment 1 will be described. FIG. 4 is a
flowchart showing the operation of the onboard information
device of the embodiment 1.

First, if any speech is input, each voice acquisition unit 1
(1-1,1-2, .. ., 1-N) acquires the input voice, and carries out
A/D conversion to obtain the voice data of a PCM format, for
example (step ST11). Next, each voice recognition unit 2
(2-1,2-2,...,2-N) recognizes the voice data obtained by the
corresponding voice acquisition unit 1 (step ST12). Then, the
in-vehicle environmental state detector 30 detects a character
string resulting from the voice recognition by every voice
recognition unit 2 for each voice recognition unit 2, that is, for
each position of the passengers in accordance with the posi-
tion of each voice acquisition unit 1 corresponding to each
voice recognition unit 2 (step ST13), and the display control-
ler 3 arranges them according to each position of the passen-
gers and in a time-series order to create the display data, and
delivers the display data to the display unit 4. Thus, the
display unit 4 displays the conversation contents in the char-
acter strings (step ST14).

FIG. 5 is a diagram showing an example of the conversa-
tion contents displayed on the display unit 4. In this example,
conversation between a driver A and a fellow passenger B in
the passenger seat is arranged in the time-series order with
each speech at the positions of the passengers being sepa-
rated. More specifically, they are displayed in a layout that
will enable identification of the plurality of passengers who
utter speech.

This enables confirming the conversation contents and
makes it easier to understand the flow of the conversation
even if engine noise, tire noise, or noise from outside the
vehicle can cause missing a word of the conversation contents
or even when the driver cannot catch a word accidentally
because of concentration on driving.

Incidentally, although FIG. 5 shows an example in which
the display controller (output controller) 3 outputs the display
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data in different modes that will enable identitying the plu-
rality of passengers who deliver speech by changing a layout
of the display characters on the screen for the individual
passengers, this is not essential. For example, it is also pos-
sible to create and display as the display data in different
modes the display data that differs in one of the type, form,
size, color, density, brightness, and layout on the screen of the
display characters or display image. It is assumed that this
also applies to the following embodiments.

As described above, according to the present embodiment
1, the onboard information device continually carries out
voice acquisition and voice recognition throughout its opera-
tion even if the passengers do not notice, and performs, if any
speech occurs, the voice acquisition and voice recognition
automatically, and arranges and outputs the voice recognition
resultin the character strings in the time-series order. Accord-
ingly, it is not necessary for the passengers to make any
manual operation or intentional input to start the voice acqui-
sition and voice recognition, and even if they cannot catch the
conversation contents accidentally because of noise or con-
centration on driving, they can confirm the conversation con-
tents.

In addition, since it continually catches the in-vehicle con-
versation for each passenger, carries out voice recognition,
detects the speech position of each passenger separately, and
arranges and presents them, it can enable the driver and pas-
sengers to confirm the conversation contents and make it
easier for them to understand the flow of the conversation
even if they cannot catch the conversation because of noise or
concentration on driving. In addition, since it can carry out
voice recognize for the individual passengers, it can improve
the voice recognition rate when they talk at the same time.
Embodiment 2

FIG. 6 is a block diagram showing a configuration of an
onboard information device of an embodiment 2 in accor-
dance with the present invention. Incidentally, the same com-
ponents as those described in the embodiment 1 are desig-
nated by the same reference numerals and their duplicate
description will be omitted. Compared with the configuration
of the embodiment 1 shown in FIG. 3, the embodiment 2
differs in that the voice acquisition unit 1 is comprised of an
array microphone in which M microphones (1-1, 1-2, . . .,
1-M) are disposed in an array, and that a signal processing unit
5 is added. More specifically, in the onboard information
device of the present embodiment 2, the voice acquisition
units 1 (1-1, 1-2, . . ., 1-M) in which M microphones are
disposed in an array acquire voices (sound sources), and the
signal processing unit 5 separates the sound sources into N,
and each of the N voice recognition units carries out voice
recognition of the speech contents of one of the N passengers.

In the present embodiment 2, the number of microphones
in the array microphone is M for the N passengers, and the
microphones are not provided for the individual passengers
who talk. However, the signal processing unit 5 separates the
voice data acquired from the array microphone with M micro-
phones disposed in an array into N (N is the number of
passengers) sound sources using ordinary sound source sepa-
ration such as beamforming. As for the sound source separa-
tion, although it will be not described here because it is a
well-known technique, it is assumed in the following embodi-
ments that the “sound source separation” is carried out using
such a common sound source separation.

Then, the in-vehicle environmental state detector (vehicle
state detector) 30 in the embodiment 2 in accordance with the
present invention is a detector that detects as the environmen-
tal state in the vehicle the position of speech of each of the N
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passengers, that is, the located state of the passengers from the
N sound sources separated by the signal processing unit 5.

In addition, the display controller 3 (output controller)
generates the display data from the voice recognition result by
the voice recognition unit 2 and carries out output control
thereof as the speech contents corresponding to the speech
position of each passenger detected by the in-vehicle envi-
ronmental state detector (vehicle state detector) 30. For
example, it creates the display data in such a mode that
enables identification of the plurality of passengers by arrang-
ing the display data in a time-series order for each passenger.

Next, the operation of the onboard information device of
the present embodiment 2 will be described. FIG. 7 is a
flowchart showing the operation of the onboard information
device of the embodiment 2.

First, if any speech is input, each voice acquisition unit 1
(1-1,1-2, .. ., 1-M) acquires the input voice, and carries out
A/D conversion to obtain the voice data of a PCM format, for
example (step ST21). Next, the signal processing unit 5 car-
ries out the sound source separation of the voice data obtained
by the voice acquisition unit 1 into N parts (corresponding to
the number of passengers N) (step ST22). Each correspond-
ing voice recognition unit 2 (2-1, 2-2, . .., 2-N) recognizes the
voice data of the conversation separated into N sound sources
(step ST23). Then, the in-vehicle environmental state detec-
tor 30 detects for each position of the passengers each char-
acter string resulting from the voice recognition by each voice
recognition unit 2 (step ST24), and the display controller 3
arranges them according to each position of the passengers
and in a time-series order to create the display data, and
delivers the display data to the display unit 4. Thus, the
display unit 4 displays the conversation contents in the char-
acter strings (step ST25).

A display example thus displayed is the same as that of
FIG. 5 shown in the embodiment 1, in which conversation
between a driver A and a fellow passenger B in the passenger
seat is arranged in the time-series order with the speech at
each position of the passengers being separated.

This enables confirming the conversation contents and
makes it easier to understand the flow of the conversation
even if engine noise, tire noise, or noise from outside the
vehicle causes missing a word of the conversation contents or
even when the driver cannot catch a word accidentally
because of concentration on driving.

As described above, according to the present embodiment
2, it comprises the array microphone that includes a plurality
of'microphones disposed in an array in the vehicle, carries out
voice recognition by continually catching the conversation in
the vehicle, and presents the recognition results after arrang-
ing them for each passenger. Accordingly, as the embodiment
1, even if they cannot catch the conversation contents acci-
dentally because of noise or concentration on driving, it
enables them to confirm the conversation contents, and to
make it easier for them to understand the flow of the conver-
sation. In addition, since it can recognize voices of the indi-
vidual passengers, it can improve the voice recognition rate
when they talk at the same time.

Embodiment 3

FIG. 8 is a block diagram showing a configuration of an
onboard information device of an embodiment 3 in accor-
dance with the present invention. Incidentally, the same com-
ponents as those described in the embodiments 1 and 2 are
designated by the same reference numerals and their dupli-
cate description will be omitted. Compared with the configu-
ration of the embodiment 2 shown in FIG. 6, the following
embodiment 3 differs in that it further comprises N speech-
active section detectors 6 and N speech data extraction units
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7 corresponding to the N voice data passing through the
separation by the signal processing unit 5, a speech data
sequence arrangement unit 8, and a recognition waiting
speech data storage 9, and that the voice recognition unit 2 is
only one.

Incidentally, although the present embodiment 3 has the
configuration that employs the array microphone with M
microphones disposed in an array as the embodiment 2, a
configuration is also possible which comprises N micro-
phones each of which is provide for one of the passengers as
the configuration shown in FIG. 3 of the embodiment 1.

The speech-active section detector 6 detects a voice-active
section of the voice data separated for each position of the
passengers output from the signal processing unit 5, and when
the speech is detected, it instructs the speech data extraction
unit 7 to extract the speech data of the voice-active section
detected.

The speech data extraction unit 7 extracts the voice-active
section instructed by the speech-active section detector 6
from the voice data separated for each position of the passen-
gers output from the signal processing unit 5, and delivers the
speech data (voice data) extracted to the speech data sequence
arrangement unit 8.

The speech data sequence arrangement unit 8 receives the
speech data from the speech data extraction unit 7, and at the
same time decides the position of the passenger who talks
according to from which of the speech data extraction units 7
it receives the speech data, and delivers the speech data (voice
data) to the voice recognition unit 2 and the position infor-
mation on the passenger to the in-vehicle environmental state
detector (vehicle state detector) 30 at the post-stage. How-
ever, if the voice recognition unit 2 has not yet completed the
voice recognition processing of the previous voice data, the
speech data sequence arrangement unit 8 temporarily delivers
the speech data and the position information on the passenger
who talks to the recognition waiting speech data storage 9,
acquires the speech data (voice data) and the position infor-
mation on the passenger who talks from the recognition wait-
ing speech data storage 9 after the voice recognition unit 2 has
completed the previous voice recognition processing, and
delivers them to the voice recognition unit 2 and the in-
vehicle environmental state detector (vehicle state detector)
30.

The recognition waiting speech data storage 9 stores in a
queue (FIFO (First In First Out)) the speech data and the
position information on the passenger who talks delivered
from the speech data sequence arrangement unit 8, and sends
the speech data and the position information on the passenger
who talks back to the speech data sequence arrangement unit
8 when an acquisition request is sent therefrom.

Then, the in-vehicle environmental state detector (vehicle
state detector) 30 in the embodiment 3 in accordance with the
present invention is a detector that detects as the environmen-
tal state in the vehicle the position of speech of each of the N
passengers, that is, the located state of the passengers by
searching the speech data (voice data) acquired and arranged
by the speech data sequence arrangement unit 8.

In addition, the display controller 3 (output controller)
arranges the voice recognition results which are the speech
contents recognized by the voice recognition unit 2 for each
position of the passengers in accordance with the located state
(speech position information) of the passengers received
from the in-vehicle environmental state detector (vehicle
state detector) 30, creates the display data in the mode that
enables identification of the plurality of passengers who talk
by arranging the data in a time-series order for each passen-
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ger, for example, and carries out output control ofthe contents
exhibited on the display unit 4.

Next, the operation of the onboard information device of
the present embodiment 3 will be described. FIG. 9 is a
flowchart showing the operation of the onboard information
device of the embodiment 3.

First, if any speech is input, each voice acquisition unit 1
(1-1,1-2, .. ., 1-M) acquires the input voice, and carries out
A/D conversion to obtain the voice data of a PCM format, for
example (step ST31). Next, the signal processing unit 5 car-
ries out the sound source separation of the voice data obtained
by the voice acquisition unit 1 into N parts (corresponding to
the number of passengers N) (step ST32). Each speech-active
section detector 6 (6-1, 6-2, . . ., 6-N) detects on whether the
voice data of the conversation separated into N sound sources
contain the speech or not (step ST33). As for the detection of
the speech-active section, it can be performed using the voice-
active section detection that detects the volume level of the
voice for each voice data.

Unless the speech is detected (NO at step ST33), the pro-
cessing returns to step ST31. On the other hand, if the speech
is detected (YES at step ST33), the speech-active section
detector 6 instructs the speech data extraction unit 7 (7-1,
7-2, ..., 7-N) to extract the voice-active section from each
voice data which passes through the N separation and is
received from the signal processing unit 5. Then the speech
data extraction unit 7 executes the extraction processing, and
delivers the speech data extracted to the speech data sequence
arrangement unit 8 (step ST34).

Then, unless the voice recognition unit 2 is carrying out the
voice recognition processing (NO at step ST35), the voice
recognition unit 2 executes the voice recognition processing
of'the speech data (step ST38). On the other hand, if the voice
recognition unit 2 is carrying out the previous voice recogni-
tion processing (YES at step ST35), the speech data sequence
arrangement unit 8 temporarily stores in the recognition wait-
ing speech data storage 9 the speech data expected to be sent
from the speech data sequence arrangement unit 8 to the voice
recognition unit 2 and the position information on the pas-
senger expected to be sent to the display controller 3 (step
ST36).

After that, waiting for the voice recognition unit 2 to com-
plete the voice recognition processing and as soon as it has
completed the voice recognition processing, the speech data
sequence arrangement unit 8 acquires the speech data and the
position information on the passenger stored in the recogni-
tion waiting speech data storage 9, and delivers them to the
voice recognition unit 2 and to the in-vehicle environmental
state detector 30 (step ST37). Then, the voice recognition unit
2 executes the voice recognition processing of the speech data
(step ST38).

Finally, the in-vehicle environmental state detector 30
detects each character string of the voice recognition result by
the voice recognition unit 2 for each position of the passen-
gers according to the position information on the passengers
received from the speech data sequence arrangement unit 8
(step ST39), and the display controller 3 arranges them to
create the display data in which they are arranged according
to each position of the passengers and in a time-series order,
and delivers the display data to the display unit 4 so that the
display unit 4 displays the conversation contents in the char-
acter strings (step ST40).

A display example thus displayed is the same as that of
FIG. 5 shown in the embodiment 1, in which the conversation
between a driver A and a fellow passenger B in the passenger
seat is arranged in the time-series order with each speech at
the positions of the passengers being separated.
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This makes it possible to confirm the conversation contents
and makes it easier to understand the flow of the conversation
even if the engine noise, tire noise, or noise from outside the
vehicle causes missing a word of the conversation contents or
even when the driver cannot catch a word accidentally
because of concentration on driving.

As described above, according to the present embodiment
3, since it can reduce the number of the voice recognition
units 2 to one unit, it offers besides the same advantages of the
embodiments 1 and 2 an advantage of being able to reduce the
resources the voice recognition unit 2 requires, and to
improve the performance of the voice recognition unit 2 by
utilizing a portion corresponding to the reduction of the
resources.

Embodiment 4

FIG. 10 is a block diagram showing a configuration of an
onboard information device of an embodiment 4 in accor-
dance with the present invention. Incidentally, the same com-
ponents as those described in the embodiments 1-3 are des-
ignated by the same reference numerals and their duplicate
description will be omitted. Compared with the basic con-
figuration shown in FIG. 1 described in the embodiment 1, the
following embodiment 4 differs in that it comprises a plural-
ity of (N) display units 4 and an in-vehicle environmental
state detector (vehicle state detector) 30 that detects the posi-
tion of each display unit 4 (4-1, 4-2, . . ., 4-N). Then, when
displaying recognized voice data in character strings, it dis-
plays them by altering the display format (display contents) in
accordance with the position of each display unit 4 (4-1,
4-2,...,4-N) detected by the in-vehicle environmental state
detector (vehicle state detector) 30.

Thus, the in-vehicle environmental state detector (vehicle
state detector) 30 in the embodiment 4 in accordance with the
present invention is provided for detecting the located state of
the display units 4 (4-1, 4-2, . . ., 4-N) as the environmental
state in the vehicle.

In addition, the display controller 3 (output controller)
creates the display data in a different display mode according
to the located state of the display units 4 (4-1,4-2, ..., 4-N)
detected by the in-vehicle environmental state detector (ve-
hicle state detector) 30, that is, according to whether the
display unit 4 is placed at the driver’s seat or at the passenger
seat, for example, and carries out output control of the exhib-
ited contents to the display unit 4.

Next, the operation of the onboard information device of
the present embodiment 4 will be described. FIG. 11 is a
flowchart showing the operation of the onboard information
device of the embodiment 4.

First, if any speech input takes place, the voice acquisition
unit 1 acquires the input voice, and carries out A/D conversion
to obtain the voice data of a PCM format, for example (step
ST41). Next, the voice recognition unit 2 recognizes the voice
data obtained by the voice acquisition unit 1 (step ST42). On
the other hand, the in-vehicle environmental state detector
(vehicle state detector) 30 detects the position of each display
unit 4 (4-1, 4-2, . . ., 4-N) (step ST43). Then, the display
controller 3 creates the display data by arranging the charac-
ter strings of the voice recognition result of the voice recog-
nition unit 2 in a time-series order and by altering the display
format (display contents) in accordance with the position of
each display unit 4 (4-1, 4-2, . . ., 4-N) detected by the
in-vehicle environmental state detector (vehicle state detec-
tor) 30, and delivers the display data to the individual display
units 4. Thus, each display unit 4 displays the conversation
contents in the character strings (step ST44).

FIG. 12 and FIG. 13 are diagrams showing display
examples displayed in that way. FIG. 12 is a display example
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when the position of the display unit 4 is at the passenger seat,
and FIG. 13 is a display example when the position of the
display unit 4 is at the driver’s seat. In the examples, the
display unit 4 at the passenger seat shown in FI1G. 12 displays
a plurality of lines (five lines or so at the same time in accor-
dance with the time of speech in the example) of all the
conversation in a time-series order. On the other hand, the
display unit 4 at the driver’s seat shown in FIG. 13 displays
only two lines all over the screen (without speech time). This
is because the driver must concentrate on driving and unless
the characters are large enough, he or she cannot confirm the
conversation contents in a short time.

Alternatively, when it is possible to acquire the position of
the passengers as in the embodiments 1-3 using a plurality of
microphones or the array microphone, the display unit 4 at the
passenger seat, for example, can display a screen as shown in
FIG. 14 instead of FIG. 12. In this case, displaying the speech
contents of the other persons greater than the speech contents
of oneself (B) at the passenger seat makes it easier to recog-
nize the conversation of the other persons.

As described above, according to the present embodiment
4, it continually catches the conversation in the vehicle to
carry out the voice recognition, and displays optimally for
each position of the display units such as displaying on the
display unit at the driver’s seat in a manner that the characters
can be confirmed visually in a short time, for example, or
displaying on the display unit at the passenger seat in a man-
ner that it will provide greater amount of information because
there is no such restriction as on the driver. Accordingly, it can
facilitate understanding the display contents. In addition, dis-
playing by considering the position of the passenger can make
it easier for him or her to recognize the conversation of the
other persons.

Embodiment 5

FIG. 15 is a block diagram showing a configuration of an
onboard information device of an embodiment 5 in accor-
dance with the present invention. Incidentally, the same com-
ponents as those described in the embodiments 1-4 are des-
ignated by the same reference numerals and their duplicate
description will be omitted. Compared with the basic con-
figuration shown in FIG. 1 described in the embodiment 1, the
following embodiment 5 differs in that it comprises an in-
vehicle environmental state detector (vehicle state detector)
30, a voice S/N acquisition unit 31, an audio system operating
state acquisition unit 32, an air conditioner operating state
acquisition unit 33, an in-vehicle noise state acquisition unit
34, and a window or roof opening/closing state acquisition
unit 35.

The voice S/N acquisition unit 31 detects a voice-active
section from the voice data acquired from the voice acquisi-
tionunit 1, and calculates the ratio between the signal level in
the voice-active section and the signal level in the other sec-
tions.

The audio system operating state acquisition unit 32 and
the air conditioner operating state acquisition unit 33 acquire
the operating state of an audio system such as in-vehicle audio
equipment and that of the air-conditioning equipment such as
an air conditioner.

The in-vehicle noise state acquisition unit 34 acquires a
noise state as to whether the in-vehicle noise level exceeds a
prescribed threshold or not.

The window or roof opening/closing state acquisition unit
35 acquires the window or roof opening/closing state of the
vehicle from the CAN (Controller Area Network) signal or
the like fed from the vehicle.

Here, although the in-vehicle environmental state detector
30 in the embodiments 1-4 detects the located state of one of
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the talkers (passengers), voice acquisition units 1 and display
units (output unit) 4 in the vehicle, the in-vehicle environ-
mental state detector 30 in the present embodiment 5 detects
one ofthe S/N ratio of the voice acquired by the voice acqui-
sition unit 1, operating state of the audio system (audio equip-
ment and the like) or air conditioning equipment (air condi-
tioner and the like), the noise state in the vehicle and the
opening/closing state of the window or roof of the vehicle.

Then, if the in-vehicle environmental state detector 30
detects the vehicle state that the environmental state in the
vehicle is noisy, the present embodiment 5 alters the display
format (display contents) in accordance with the vehicle state
detected and displays.

Next, the operation of the onboard information device of
the present embodiment 5 will be described. FIG. 16 is a
flowchart showing the operation of the onboard information
device of the embodiment 5.

First, if any speech input takes place, the voice acquisition
unit 1 acquires the input voice, and carries out A/D conversion
to obtain the voice data of a PCM format, for example (step
ST51). Next, the voice recognition unit 2 recognizes the voice
data obtained by the voice acquisition unit 1 (step ST52).

After that, the in-vehicle environmental state detector 30
decides on whether the display of the conversation contents is
necessary or not depending on whether the environmental
state in the vehicle is decided to be noisy or not (step ST53).
More specifically, the in-vehicle environmental state detector
30 decides that the environmental state in the vehicle is noisy
and that the presentation of the conversation is necessary if
the voice S/N ratio acquired by the voice S/N acquisition unit
31 is less than the prescribed threshold, if the audio system
operating state in the vehicle acquired by the audio system
operating state acquisition unit 32 is in operation, if the air
conditioner operating state in the vehicle acquired by the air
conditioner operating state acquisition unit 33 is in operation,
if the in-vehicle noise level acquired by the in-vehicle noise
state acquisition unit 34 exceeds the prescribed threshold, or
if the window or roof acquired by the opening/closing state
acquisition unit 35 detects that the window or roof opening/
closing state of the vehicle is open.

Then, ifthe in-vehicle environmental state detector 30 does
not make a decision that the presentation of the conversation
is necessary (NO at step ST53), it returns to step ST51 to
execute the processing.

On the other hand, if it decides that the presentation of the
conversation is necessary (YES at step ST53), the display
controller 3 creates the display data by arranging the voice
data recognized at step ST52 in a time-series order and deliv-
ers the display data to the display unit 4 so that the display unit
4 displays the conversation contents in character strings (step
ST54).

As described above, according to the present embodiment
5, it continually catches the in-vehicle conversation and car-
ries out the voice recognition, and if it makes a decision that
the environmental state in the vehicle is noisy and it is very
likely that the passenger may miss a word of the conversation,
it exhibits the conversation contents. Accordingly, even if the
conversation cannot be caught because of noise or the like, it
can make it possible to confirm the conversation contents and
make it easier to understand the flow of the conversation.
Embodiment 6

FIG. 17 is a block diagram showing a configuration of an
onboard information device of an embodiment 6 in accor-
dance with the present invention. Incidentally, the same com-
ponents as those described in the embodiments 1-5 are des-
ignated by the same reference numerals and their duplicate
description will be omitted. Compared with the basic con-
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figuration shown in FIG. 1 described in the embodiment 1, the
embodiment 6 comprises an in-vehicle environmental state
detector (vehicle state detector) 30, and a voice feature infor-
mation acquisition unit 36.

In the present embodiment 6, the voice feature information
acquisition unit 36 acquires the voice feature information
including one of the type, volume, interval, sound quality,
tone, color, tempo, and frequency characteristics of the voice
the voice acquisition unit 1 acquires, and the in-vehicle envi-
ronmental state detector 30 detects as the vehicle state the
emotional state of a passenger who utters the voice according
to the estimation based on the voice feature information.
Then, when the in-vehicle environmental state detector 30
detects the vehicle state that estimates the emotional state of
a passenger is cheerful/cheerless, the present embodiment 6
displays by altering the display format (display contents)
according to the vehicle state detected.

Next, the operation of the onboard information device of
the present embodiment 6 will be described. As for a flow-
chart showing the operation of the onboard information
device of the present embodiment 6, since it is the same as the
flowchart shown in FIG. 16 of the embodiment 5, a drawing
thereof will be omitted. Only the decision processing at step
ST53 differs from the embodiment 5.

First, if any speech input takes place, the voice acquisition
unit 1 acquires the input voice, and carries out A/D conversion
to obtain the voice data of a PCM format, for example (step
ST51). Next, the voice recognition unit 2 recognizes the voice
data obtained by the voice acquisition unit 1 (step ST52).

After that, the in-vehicle environmental state detector 30
decides on whether the display of the conversation contents is
necessary or not depending on whether the emotional state of
the passenger in the in-vehicle is cheerful or cheerless (step
ST53). More specifically, the in-vehicle environmental state
detector 30 estimates as to whether the emotional state of the
passenger in the vehicle is cheerful or cheerless from the
voice feature information acquired by the voice feature infor-
mation acquisition unit 36, and if the emotional state of the
passenger is cheerless, it decides that the conversation is
likely to be difficult to catch, and that the presentation of the
conversation is necessary.

Then, if it estimates that the emotional state of the passen-
ger in the vehicle is cheerful, and decides that the presentation
of the conversation is unnecessary (NO at step ST53), it
returns to step ST51 to execute the processing.

On the other hand, if it estimates that the emotional state of
the passenger in the vehicle is cheerless, and decides that the
presentation of the conversation is necessary (YES at step
ST53), the display controller 3 arranges the voice data recog-
nized at step ST52 in a time-series order to create the display
data, and delivers the display data to the display unit 4 so that
the display unit 4 displays the conversation contents in the
character strings (step ST54).

As described above, according to the present embodiment
6, it continually catches the in-vehicle conversation and car-
ries out the voice recognition, and if the emotional state of the
passenger in the vehicle is cheerless and if it decides that the
conversation is likely to be difficult to catch, it displays the
conversation contents. Accordingly, even if the conversation
is difficult to catch because of noise or concentration on
driving, it can make it possible to confirm the conversation
contents and make it easier to understand the flow of the
conversation.

Embodiment 7

FIG. 18 is a block diagram showing a configuration of an
onboard information device of an embodiment 7 in accor-
dance with the present invention. Incidentally, the same com-
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ponents as those described in the embodiments 1-6 are des-
ignated by the same reference numerals and their duplicate
description will be omitted. Compared with the block dia-
gram shown in FIG. 10 described in the embodiment 4, the
following embodiment 7 comprises a vehicle surrounding
state detector (vehicle state detector) 40 instead of the in-
vehicle environmental state detector (vehicle state detector)
30, and further comprises a time acquisition unit 41, and a
weather state acquisition unit 42.

The vehicle surrounding state detector 40 of the present
embodiment 7 detects as the vehicle state the surrounding
state of the vehicle from one of the current date, time, a day of
the week, and weather state around the vehicle acquired by
the time acquisition unit 41 that acquires information such as
the current date, time, a day of the week and the like, and by
the weather state acquisition unit 42 that acquires weather
information at the present vehicle position via a communica-
tion system.

Then, if the vehicle surrounding state detector 40 detects
from the surrounding state of the vehicle that the driver must
concentrate on the driving operation, the present embodiment
7 carries out control such as selection, alteration, switching or
the like of the display unit that outputs the display data or the
display unit that does not output it such as by displaying after
altering the display format (display contents) or by changing
a display mode of the display unit 4 at the driver’s seat to a
non-display mode according to the vehicle state detected.

Next, the operation of the onboard information device of
the present embodiment 7 will be described. FIG. 19 is a
flowchart showing the operation of the onboard information
device of the embodiment 7.

First, if any speech input takes place, the voice acquisition
unit 1 acquires the input voice, and carries out A/D conversion
to obtain the voice data of a PCM format, for example (step
ST71). Next, the voice recognition unit 2 recognizes the voice
data obtained by the voice acquisition unit 1 (step ST72).

Then, unless the display controller 3 carries out display on
the display unit 4 at the driver’s seat (position visible from the
driver) (NO at step ST73), the display controller 3 creates the
display data by arranging the character strings of the voice
recognition result from the voice recognition unit 2 at step
ST72 in atime-series order and by altering the display format
(display contents) in accordance with the position of each
display unit 4 (4-1, 4-2, . . ., 4-N), and delivers the display
data to the individual display units 4. Thus, each display unit
4 displays the conversation contents in the character strings
(step ST74).

On the other hand, if the display controller 3 carries out
display on the display unit 4 at the driver’s seat (position
visible from the driver) (YES at step ST73), the vehicle sur-
rounding state detector 40 decides at step 75 on whether the
driver must concentrate on the driving operation or not from
one of the date, time, a day of the week, and weather around
the current position of the vehicle (step ST75). More specifi-
cally, according to the date, time, a day of the week around the
current position of the vehicle acquired by the time acquisi-
tion unit 41 and according to the weather around the current
position of the vehicle acquired by the weather state acquisi-
tion unit 42, the vehicle surrounding state detector 40 decides
that the driver must concentrate on the driving operation ifthe
date or the day of the week is a period of congestion, if the
time period is night, or if it is rainy.

Then, if the vehicle surrounding state detector 40 does not
decide that the concentration on driving is necessary (NO at
step ST75), the display controller 3 sets the display unit 4 at
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the driver’s seat in the display mode (step ST76). However, it
does nothing if the display unit has already been set in the
display mode.

On the other hand, if it decides that the concentration on
driving is necessary (YES at step ST75), the display control-
ler 3 sets the display unit 4 at the driver’s seat in the non-
display mode (step ST77). However, it does nothing if the
display unit has already been set in the non-display mode.

As described above, according to the present embodiment
7, it continually catches the conversation in the vehicle and
carries out the voice recognition, and if the position of the
display unit and the surrounding state of the vehicle are in the
state in which the driver must concentrate on the driving
operation, it prevents the display unit at the driver’s seat from
displaying the voice recognition result. Accordingly, in addi-
tion to the advantages of the embodiment 4, it can prevent the
driver from looking aside while driving.

Embodiment 8

FIG. 20 is a block diagram showing a configuration of an
onboard information device of an embodiment 8 in accor-
dance with the present invention. Incidentally, the same com-
ponents as those described in the embodiments 1-7 are des-
ignated by the same reference numerals and their duplicate
description will be omitted. Compared with the block dia-
gram shown in FIG. 10 described in the embodiment 4, the
following embodiment 8 comprises a vehicle operating state
detector (vehicle state detector) 50 instead of the in-vehicle
environmental state detector (vehicle state detector) 30, and
further comprises a steering state acquisition unit 51, gear-
shift lever operating state acquisition unit 52, brake operating
state acquisition unit 53, direction indicator operating state
acquisition unit 54, illumination state acquisition unit 55, and
a wiper operating state acquisition unit 56.

The steering state acquisition unit 51, gearshift lever oper-
ating state acquisition unit 52, brake operating state acquisi-
tion unit 53, direction indicator operating state acquisition
unit 54, illumination state acquisition unit 55, and wiper
operating state acquisition unit 56 acquire used/unused sig-
nals of the steering, gearshift lever, brake, direction indicator,
illumination, and wipers from the CAN signal or the like from
the vehicle, respectively.

The vehicle operating state detector 50 in the present
embodiment 8 is for detecting the operating state of the com-
ponents such as the steering, gearshift lever, brake, direction
indicator, illumination, and wipers of the vehicle. Then, if the
vehicle operating state detector 50 detects that the foregoing
vehicle facilities are in a used state, the present embodiment
8 carries out control such as selection, alteration, switching or
the like of the display unit that outputs or does not output the
display data such as by displaying after altering the display
format (display contents) or by changing the display mode of
the display unit 4 at the driver’s seat to a non-display mode
according to the vehicle state detected.

Next, the operation of the onboard information device of
the present embodiment 8 will be described. As for a flow-
chart showing the operation of the onboard information
device of the present embodiment 8, since it is the same as the
flowchart shown in FIG. 19 of the embodiment 7, a drawing
thereof will be omitted. Only the decision processing at step
ST75 differs from the embodiment 7.

First, if any speech input takes place, the voice acquisition
unit 1 acquires the input voice, and carries out A/D conversion
to obtain the voice data of a PCM format, for example (step
ST71). Next, the voice recognition unit 2 recognizes the voice
data obtained by the voice acquisition unit 1 (step ST72).

Then, unless the display controller 3 carries out display on
the display unit 4 at the driver’s seat (position visible from the
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driver) (NO at step ST73), the display controller 3 creates the
display data by arranging the character strings of the voice
recognition result from the voice recognition unit 2 in a time-
series order and by altering the display format (display con-
tents) in accordance with the position of each display unit 4
(4-1, 4-2, . . ., 4-N), and delivers the display data to the
individual display units 4. Thus, each display unit 4 displays
the conversation contents in the character strings (step ST74).

On the other hand, if the display controller 3 carries out
display on the display unit 4 at the driver’s seat (position
visible from the driver) (YES at step ST73), the vehicle oper-
ating state detector 50 decides at step 75 on whether the driver
must concentrate on the driving operation or not from
whether the steering, gearshift lever, brake, direction indica-
tor, illumination, or wipers of the vehicle are being used or not
(step ST75). More specifically, when the used/unused signals
are being used (during use) of the steering state, gearshift
lever, brake, direction indicator, illumination, and wipers of
the vehicle acquired by the steering state acquisition unit 51,
gearshift lever operating state acquisition unit 52, brake oper-
ating state acquisition unit 53, direction indicator operating
state acquisition unit 54, illumination state acquisition unit
55, and wiper operating state acquisition unit 56, the vehicle
operating state detector 50 decides that the driver must con-
centrate on the driving operation.

Then, if the vehicle operating state detector 50 does not
decide that the concentration on the driving operation is nec-
essary (NO at step ST75), the display controller 3 sets the
display unit 4 at the driver’s seat in the display mode (step
ST76). However, it does nothing if the display unit has
already been set in the display mode.

On the other hand, if it decides that the concentration on the
driving operation is necessary (YES at step ST75), the display
controller 3 sets the display unit 4 at the driver’s seat in the
non-display mode (step ST77). However, it does nothing if
the display unit has already been set in the non-display mode.

As described above, according to the present embodiment
8, it continually catches the conversation in the vehicle and
carries out the voice recognition, and prevents the display unit
at the driver’s seat from displaying the voice recognition
result if the driver must concentrate on the driving operation
judging from the position of the display unit and from the
operation state of the vehicle that one of the steering state,
gearshift lever, brake, direction indicator, illumination, and
wipers of the vehicle is in use. Accordingly, in addition to the
advantages of the embodiment 4, it can prevent the driver
from looking aside while driving.

Embodiment 9

FIG. 21 is a block diagram showing a configuration of an
onboard information device of an embodiment 9 in accor-
dance with the present invention. Incidentally, the same com-
ponents as those described in the embodiments 1-8 are des-
ignated by the same reference numerals and their duplicate
description will be omitted. Compared with the block dia-
gram shown in FIG. 10 described in the embodiment 4, the
following embodiment 9 comprises a vehicle operating state
detector (vehicle state detector) 50 instead of the in-vehicle
environmental state detector (vehicle state detector) 30, and
further comprises a vehicle position acquisition unit 61, a
vehicle speed signal acquisition unit 62, an acceleration
acquisition unit 63, a direction acquisition unit 64, a continu-
ous traveling time acquisition unit 65, a continuous traveling
distance acquisition unit 66, a traveling road type acquisition
unit 67, a traveling road surface state acquisition unit 68, a
traveling road congestion state acquisition unit 69, a traveling
route setting state acquisition unit 70, and a traveling route
guidance state acquisition unit 71.
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The vehicle operating state detector 50 of the present
embodiment 9 detects the operating state of the vehicle of one
of the present position, speed, acceleration, direction, con-
tinuous traveling distance, continuous traveling time, travel-
ing road type, traveling road surface state, traveling road
congestion state, traveling route setting state, traveling route
guidance state of the vehicle.

Then, the present embodiment 9 alters the display format
(display contents) according to the vehicle state detected by
the vehicle operating state detector 50, and carries out display.

Incidentally, when a plurality of display units 4 are pro-
vided as in the embodiments 4, 7 and 8, it is also possible to
carry out control of display by altering the display format
(display contents) according to the vehicle state detected by
the vehicle operating state detector 50, or control of selecting,
altering, switching or the like of the display unit that outputs
or does not output the display data such as setting the display
unit 4 at the driver’s seat in the non-display mode during the
operation of the vehicle.

The vehicle position acquisition unit 61 acquires the
present position of the vehicle using information acquired
from a GPS (Global Positioning System) receiver or a gyro-
scope or the like.

The vehicle speed signal acquisition unit 62 acquires the
speed information of the vehicle from the CAN signal or the
like of the vehicle.

The acceleration signal acquisition unit 63 acquires the
acceleration of the vehicle from the gyroscope or from the
operation of the accelerator, brake and steering wheel of the
vehicle.

The direction acquisition unit 64 acquires the direction of
the vehicle from the moving direction of the vehicle position
or from an electronic compass.

The continuous traveling time acquisition unit 65 and the
continuous traveling distance acquisition unit 66 acquire the
continuous traveling time and continuous traveling distance,
respectively, from a car navigation or the CAN signal or the
like from the vehicle.

The traveling road type acquisition unit 67 and the travel-
ing road surface state acquisition unit 68 acquire the type and
the surface state of the road on which the vehicle is now
running from the present position information about the
vehicle acquired by the vehicle position acquisition unit 61
and from the map data stored in a map data storage 72 or the
like which will be described later. As acquirable information,
there are road states that will affect the noise conditions or
driving operation such as “in a tunnel or not” and “paved or
notpaved”. In addition, a configuration is also possible which
acquires such information as “going into a tunnel soon” when
the vehicle position is not yet in the tunnel, but will go into the
tunnel as the vehicle moves along the road.

The traveling road congestion state acquisition unit 69
acquires the congestion information on the vehicle position
through communication equipment, or acquires VICS (Ve-
hicle Information and Communication System: registered
trademark) information (traffic information) by radio wave or
infrared beacon.

The traveling route setting state acquisition unit 70 and the
traveling route guidance state acquisition unit 71 acquire
information about the current traveling route setting state and
traveling route guidance state from the navigation system.

The map data storage 72 stores map data such as road data
and tunnel data. The map data storage 72 can be any type like
a DVD-ROM, a hard disk and an SD card. In addition, a
configuration is also possible which is placed on a network
and can acquire information such as road data via a commu-
nication network.
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The vehicle operating state detector 50 decides on whether
the vehicle is running or stopping from the information
acquired from the vehicle position acquisition unit 61, vehicle
speed signal acquisition unit 62, acceleration acquisition unit
63, direction acquisition unit 64, continuous traveling time
acquisition unit 65, and continuous traveling distance acqui-
sition unit 66; decides on whether the road state will affect the
driving operation or noise conditions of the road on which the
vehicle is running from the information acquired from the
traveling road type acquisition unit 67, traveling road surface
state acquisition unit 68, and traveling road congestion state
acquisition unit 69; and decides on whether the traveling
route is set and guided by the navigation system or not.

Then, the display controller 3 sets the display unit 4 at the
driver’s seat (visible from the driver) in the non-display mode
of the display contents if the vehicle operating state detector
50 decides that the vehicle is running or the road is in the state
of affecting the driving operation.

Next, the operation of the onboard information device of
the present embodiment 9 will be described. As for a flow-
chart showing the operation of the onboard information
device of the present embodiment 9, since it is the same as the
flowchart shown in FIG. 19 of the embodiment 7, a drawing
thereof will be omitted. Only the decision processing at step
ST75 differs from the embodiment 7.

First, if any speech input takes place, the voice acquisition
unit 1 acquires the input voice, and carries out A/D conversion
to obtain the voice data of a PCM format, for example (step
ST71). Next, the voice recognition unit 2 recognizes the voice
data obtained by the voice acquisition unit 1 (step ST72).
Then, if the display controller 3 does not carry out display on
the display unit 4 at the driver’s seat (position visible from the
driver) (NO at step ST73), the display controller 3 creates the
display data by arranging the character strings of the voice
recognition result from the voice recognition unit 2 in a time-
series order and by altering the display format (display con-
tents) in accordance with the position of each display unit 4
(4-1, 4-2, . . ., 4-N), and delivers the display data to the
individual display units 4. Thus, each display unit 4 displays
the conversation contents in the character strings (step ST74).

On the other hand, if the display controller 3 carries out
display on the display unit 4 at the driver’s seat (position
visible from the driver) (YES at step ST73), the vehicle oper-
ating state detector 50 decides at step 75 whether the vehicle
is running or stopping from one of the present position of the
vehicle, vehicle speed, acceleration, direction, continuous
traveling time, and continuous traveling distance; decides on
whether the road state will affect the driving operation or the
noise conditions of the road on which the vehicle is running
from one of the type, surface state and congestion state of the
road on which the vehicle is running; or decides on whether
the driver must concentrate on the driving operation now by
making a decision on whether the navigation of the traveling
route is being performed (whether the traveling route is set
and guided by the navigation system) from the traveling route
setting state or traveling route guidance state (step ST75).

Then, if the vehicle operating state detector 50 does not
decide that the concentration on the driving operation is nec-
essary (NO at step ST75), the display controller 3 sets the
display unit 4 at the driver’s seat in the display mode (step
ST76). However, it does nothing if the display unit has
already been set in the display mode.

On the other hand, if it decides that the concentration on the
driving operation is necessary (YES at step ST75), the display
controller 3 sets the display unit 4 at the driver’s seat in the
non-display mode (step ST77). However, it does nothing if
the display unit has already been set in the non-display mode.
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As described above, according to the present embodiment
9, it continually catches the conversation in the vehicle and
carries out the voice recognition, and if the position of the
display unit and the operation state of the vehicle indicate the
state that the driver must concentrate on the driving operation,
it prevents the display unit at the driver’s seat from displaying
the voice recognition result. Accordingly, in addition to the
advantages of the embodiment 4, it can prevent the driver
from looking aside while driving.

Embodiment 10

FIG. 22 is a block diagram showing a configuration of an
onboard information device of an embodiment 10 in accor-
dance with the present invention. Incidentally, the same com-
ponents as those described in the embodiments 1-9 are des-
ignated by the same reference numerals and their duplicate
description will be omitted. Compared with the block dia-
gram shown in FIG. 20 described in the embodiment 8, the
following embodiment 10 further comprises a voice output
controller 11 and a voice output unit 12. Since it disables the
display unit 4 at the driver’s seat to display during driving, it
provides the driver with conversation contents through voice
output as alternative information. Incidentally, although the
present embodiment 10 will be described here on the basis of
the embodiment 7, the embodiment 8 or 9 can have a like
configuration that comprises the voice output controller and
voice output unit.

When the display unit 4 at the driver’s seat is placed in the
non-display mode, the voice output controller 11 carries out
speech synthesis of the speech contents recognized by the
voice recognition unit 2 and delivers to the voice output unit
12.

Incidentally, although the present embodiment 10 has a
configuration that outputs the synthesized speech, a configu-
ration is also possible which outputs the voice-active section
detected by the voice recognition unit 2 instead of the syn-
thesized speech.

The voice output unit 12 outputs the voice data delivered
from the voice output controller 11 through a speaker or the
like.

Next, the operation of the onboard information device of
the present embodiment 10 will be described. FIG. 23 is a
flowchart showing the operation of the onboard information
device of the embodiment 10.

As for the processing from step ST101 to step ST107, since
it is the same as the processing from step ST71 to step ST77
of'the flowchart of FIG. 19 in the embodiment 7, the descrip-
tion thereof will be omitted. Then, in the present embodiment
10, after the display unit 4 at the driver’s seat is placed in the
non-display mode at step ST107, the voice output controller
11 delivers the voice data of the speech contents recognized
by voice recognition unit 2 to the voice output unit 12 to
output the voice data (step ST108).

In this way, the present embodiment 10 sets the display unit
at the driver’s seat in the non-display mode during driving as
in the embodiment 7, and provides the driver with the con-
versation contents through the voice output as alternative
information. Accordingly, the driver can recognize the con-
versation contents by voice.

As described above, according to the present embodiment
10, it outputs the voice recognition result through the voice
output unit when the display unit at the driver’s seat is main-
tained in the non-display mode during driving. Accordingly,
in addition to the advantages of the embodiment 7, the present
embodiment 10 enables the driver to recognize the conversa-
tion contents by voice even during driving.
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Embodiment 11

FIG. 24 is a block diagram showing a configuration of an
onboard information device of an embodiment 11 in accor-
dance with the present invention. Incidentally, the same com-
ponents as those described in the embodiments 1-10 are des-
ignated by the same reference numerals and their duplicate
description will be omitted. Compared with the block dia-
gram shown in FIG. 20 described in the embodiment 8, the
following embodiment 11 further comprises a voice output
reservation decision unit 10, a voice output controller 11 and
a voice output unit 12. Since it disables the display unit 4 at
the driver’s seat to display during driving, it provides the
driver with conversation contents through voice output as
alternative information. Incidentally, although the present
embodiment 11 will be described here on the basis of the
embodiment 8, the embodiment 9 can have a like configura-
tion that comprises the voice output reservation decision unit,
voice output controller and voice output unit.

Compared with the embodiment 10, the present embodi-
ment 11 differs only in that it comprises the voice output
reservation decision unit 10.

The voice output reservation decision unit 10 decides on
whether the current situation is that which requires particular
caution such as making a right or left turn or a lane change
according to the information from the steering state acquisi-
tion unit 51, gearshift lever operating state acquisition unit 52,
brake operating state acquisition unit 53, direction indicator
operating state acquisition unit 54, illumination state acqui-
sition unit 55, and wiper operating state acquisition unit 56,
decides the necessity for the reservation of the voice output
and notifies the voice output controller 11 of it.

When the display unit 4 at the driver’s seat is placed in the
non-display mode, the voice output controller 11 carries out
speech synthesis of the speech contents recognized by the
voice recognition unit 2 and delivers to the voice output unit
12. However, if the voice output reservation decision unit 10
notifies it of the reservation of the voice output, it stops the
output without delay. If the reservation removed, it delivers
the voice data reserved from its top again. In addition, when
the reservation time is long, it can discard the voice data
reserved.

Incidentally, although the present embodiment 11 has a
configuration that outputs the synthesized speech, a configu-
ration is also possible which outputs the voice-active section
detected by the voice recognition unit 2 instead of the syn-
thesized speech.

The voice output unit 12 outputs the voice data delivered
from the voice output controller 11 through a speaker or the
like.

Next, the operation of the onboard information device of
the present embodiment 11 will be described. FIG. 25 is a
flowchart showing the operation of the onboard information
device of the embodiment 11.

As for the processing from step ST111 to step ST117, since
it is the same as the processing from step ST101 to step ST107
of'the flowchart of FIG. 23 in the embodiment 10, the descrip-
tion thereof will be omitted. Then, in the present embodiment
11, after the display unit 4 at the driver’s seat is placed in the
non-display mode at step ST117, the voice output reservation
decision unit 10 decides on the necessity for the reservation of
the voice output (step ST118). If a decision is made that the
reservation of the voice output is necessary (YES at step
ST118), it reserves the voice data to be delivered to the voice
output unit 12 until the reservation of the voice output is
removed (NO at step ST119).

If a decision is made at step ST118 that the reservation of
the voice output is unnecessary (NO at step ST118) or the
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reservation of the voice output is removed (YES at step
ST119), the voice output controller 11 delivers the voice data
of the speech contents recognized by the voice recognition
unit 2 to the voice output unit 12 to output the voice data (step
ST120). Incidentally, if the reservation is made during the
voice output and then removed, it outputs the voice data
reserved from its beginning again.

Here, the processing of the voice output reservation deci-
sion unit 10 that makes a decision on the necessity for the
reservation of the voice output at step ST118 will be
described. For example, when the direction indicator operat-
ing state acquisition unit 54 detects that the direction indica-
tor is used and when the vehicle operating state detector 50
detects that the operating state of the vehicle is that of making
a right or left turn or a lane change, the voice output reserva-
tion decision unit 10 decides that the situation is that which
requires particular caution in driving because of the right or
left turn or the lane change, decides that the reservation of the
voice output is necessary, and notifies the voice output con-
troller 11 that “the reservation of the voice output is required”.
On the contrary, if the voice output reservation decision unit
10 decides that the reservation of the voice output is unnec-
essary because it is detected from the information delivered
from the steering state acquisition unit 51, gearshift lever
operating state acquisition unit 52, brake operating state
acquisition unit 53, direction indicator operating state acqui-
sition unit 54, illumination state acquisition unit 55, and
wiper operating state acquisition unit 56 that none of them are
used, it notifies the voice output controller 11 that “the reser-
vation of the voice output is unnecessary”.

In this way, the present embodiment 11 sets the display unit
at the driver’s seat in the non-display mode during driving as
in the embodiment 10, and provides the driver with the con-
versation contents through the voice output as alternative
information. Accordingly, the driver can recognize the con-
versation contents by voice. In addition, it detects as to
whether the situation requires a particular caution in driving
such as making a right or left turn or a lane change, and if it
decides that the situation requires a particular caution in driv-
ing, it stops (reserves) even the voice output, thereby enabling
the driver to concentrate on driving.

As described above, according to the present embodiment
11, it outputs the voice recognition result through the voice
output unit while the display unit at the driver’s seat is main-
tained in the non-display mode during driving. Accordingly,
in addition to the advantages of the embodiment 10, the
present embodiment 11 enables the driver to recognize the
conversation contents by voice even during driving. In addi-
tion, since it stops providing the voice in the situation that
requires a particular caution such as a right or left turn or a
lane change, the driver can further concentrate on driving.
Embodiment 12

FIG. 26 is a block diagram showing a configuration of an
onboard information device of an embodiment 12 in accor-
dance with the present invention. Incidentally, the same com-
ponents as those described in the embodiments 1-11 are des-
ignated by the same reference numerals and their duplicate
description will be omitted. Compared with the basic con-
figuration shown in FIG. 1 described in the embodiment 1, the
embodiment 12 comprises one of the sets of the acquisition
units 31-36, 41-42, 51-56 and 61-72 described in the embodi-
ments 5-10, and the vehicle state detector 30, 40 or 50, and
further comprises a keyword extraction unit 13 and a conver-
sation history storage 14. The present embodiment 12 decides
the necessity for outputting all or part of the speech contents
from the vehicle state detected by the vehicle state detector
30, 40 or 50 or from a prescribed keyword extracted by the
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keyword extraction unit 13. It generates the display data of all
or part of the speech contents on which a decision is made that
the output is necessary, or decides the timing of a display start
or display stop, or alters the timing of display.

The keyword extraction unit 13 extracts the keyword, if a
conversation character string recognized by the voice recog-
nition unit 2 contains a prescribed keyword such as “what?”,
“display the conversation in subtitles”, “do not display the
conversation in subtitles” or “the subtitles are obstructive”.

The conversation history storage 14 is for storing all the
speech contents recognized by the voice recognition unit 2. If
the instruction from the display controller 3 requires the con-
versation just before, the conversation history storage 14
delivers the conversation just before the conversation con-
tents stored.

The display controller 3 delivers the speech contents rec-
ognized by the voice recognition unit 2 to the display unit 4 as
presentation contents according to the information acquired
from the set of the acquisition units 31-36, 41-42, 51-56, or
61-72. For example, by combining the following decisions,
the display controller 3 carries out control such as switching
display or non-display of the conversation contents, display-
ing the conversation to be presented from just before it when
it is displayed, or on the contrary presents just after the con-
versation. Incidentally, when presenting the conversation
from just before it, the display controller 3 acquires the con-
versation just before from the conversation history storage 14
and displays. In addition, the following decisions a)-h) are
only an example, and it goes without saying that a combina-
tion of other conditions can be used in accordance with the
information acquired from the set of the acquisition units
31-36, 41-42, 51-56, or 61-72.

a) If the vehicle speed is not less than a prescribed thresh-
old, the presentation is made, but if it is less than the thresh-
old, the presentation is not made.

b) If a window is opened, the presentation is made, but if it
is closed, the presentation is not made.

¢) If the vehicle is running in a tunnel, the presentation is
made, but if it is outside the tunnel, the presentation is not
made.

d) If it is notified that the vehicle goes into a tunnel soon,
the presentation is started from the conversation just after
that.

e) If the input voice S/N ratio is not greater than the thresh-
old, the presentation is made, but if it is greater than the
threshold, the presentation is made.

f) If the voice recognition result contains a keyword such as
“what?” which indicates that the conversation cannot be
caught, the presentation is made from the conversation just
before the keyword.

g) If the voice recognition result contains a keyword such
as “display the conversation in subtitles” which indicates an
instruction to display, the presentation is made from the con-
versation just after the keyword.

h) If the voice recognition result contains a keyword such
as “do not display the conversation in subtitles”, “the subtitles
are obstructive” or the like which indicates an instruction not
to display, the presentation of the conversation is not made.

Next, the operation of the onboard information device of
the present embodiment 12 will be described. FIG. 27 is a
flowchart showing the basic operation of the onboard infor-
mation device of the embodiment 12.

First, if any speech input takes place, the voice acquisition
unit 1 acquires the input voice, and carries out A/D conversion
to obtain the voice data of a PCM format, for example (step
ST121). Next, the voice recognition unit 2 recognizes the
voice data obtained by the voice acquisition unit 1 (step
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ST122). Then, the voice recognition unit 2 stores the charac-
ter string of the conversation it recognizes in the conversation
history storage 14 as the conversation history so that the
display controller 3 can refer to the speech contents recog-
nized afterward (step ST123).

After that, the display controller 3 decides on whether the
display of the conversation contents is necessary or not from
the combinations of the foregoing decisions a)-h) (step
ST124). If the display controller 3 decides that the presenta-
tion of the conversation is necessary (YES at step ST124), and
if it is informed that the timing of the presentation is just after
the recognition (YES at step ST125), it returns to step ST121
to execute the processing.

Incidentally, if it decides that the presentation of the con-
versation is unnecessary (NO at step ST124), it also returns to
step ST121.

On the other hand, if the display controller 3 decides that
the presentation of the conversation is necessary, and if it is
informed that the timing of the presentation is just before the
recognition (YES at step ST126), the display controller 3
acquires the conversation contents just before from the con-
versation history stored in the conversation history storage 14
to create the display data, and delivers it to the display unit 4
(step ST127), followed by delivering the display data gener-
ated from the character strings of the speech (current speech
contents) recognized by the voice recognition unit 2 to the
display unit 4 to display (step ST128).

In addition, if the timing of the presentation is neither just
before nor just after the recognition (NO at step ST126), the
display controller 3 delivers the display data generated from
the character strings of the conversation recognized by the
voice recognition unit to the display unit 4 to display (step
ST128).

In this way, the present embodiment 12 continually catches
the conversation in the vehicle and carries out voice recogni-
tion just as the embodiment 1, and presents the conversation.
Only it decides the necessity of the output of all or part of the
speech contents according to the vehicle state detected by the
vehicle state detector or the prescribed keyword extracted by
the keyword extraction unit, creates only the display data of
all or part of the speech contents as to which a decision is
made that the output is necessary, and presents the conversa-
tion only when necessary. Accordingly, when the display of
the conversation is unnecessary, it can display other contents.
In addition, as for the timing of presenting the conversation,
according to the vehicle state detected by the vehicle state
detector or the prescribed keyword extracted by the keyword
extraction unit, it decides the timing of the display start or
display stop such as just after going into a tunnel, just before
the keyword indicating that the conversation cannot be
caught, and just after the keyword instructing to display, and
carries out control in a manner as to present the conversation
at the timing required or not to display after detecting the
keyword instructing not to display.

Incidentally, a configuration is also possible which creates,
if a keyword the keyword extraction unit 13 extracts contains
a prescribed expression, the display data by converting the
prescribed expression to a prescribed different expression or
prescribed image (or the voice data by converting the pre-
scribed expression to a prescribed different expression or
prescribed voice), or creates, if a prescribed abbreviation or a
word used to replace another word or a dialect is contained,
the display data (or voice data) by converting the prescribed
abbreviation or the word used to replace another word or the
dialect to a prescribed standard expression. To be concrete,
for example, it replaces a brand name by its brand mark, an
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emotional expression like “We did it” to a pictorial symbol,
and outputs a sound effect like a hand clap as to a keyword
such as “Congratulations!”.

This will make it possible to present a clear-cut expression
for an expression difficult to understand, and hence to confirm
the conversation contents more clearly.

As described above, according to the present embodiment
12, it continually catches the conversation in the vehicle and
carries out the voice recognition, and presents the conversa-
tion only when necessary and at timing required according to
the vehicle state detected by the vehicle state detector or the
prescribed keyword extracted by the keyword extraction unit.
Accordingly, it enables confirming the conversation contents
as the need arises, and if not necessary, it enables displaying
other contents.

An onboard information device in accordance with the
present invention is applicable to an onboard navigation sys-
tem, onboard audio system, onboard video system or the like
that can perform voice interaction between a passenger and
the system.

Incidentally, it is to be understood that a free combination
of'the individual embodiments, variations of any components
of'the individual embodiments or removal of any components
of'the individual embodiments is possible within the scope of
the present invention.

Industrial Applicability

An onboard information device in accordance with the
present invention is applicable to an onboard navigation sys-
tem, onboard audio system, onboard video system or the like
that can perform voice interaction between a passenger and
the system.

Description of Reference Numerals

1 voice acquisition unit; 2 voice recognition unit; 3 display
controller (output controller); 4 display unit (output unit); 5
signal processing unit; 6 speech-active section detector; 7
speech data extraction unit; 8 speech data sequence arrange-
ment unit; 9 recognition waiting speech data storage; 10 voice
output reservation decision unit; 11 voice output controller
(output controller); 12 voice output unit (output unit); 13
keyword extraction unit; 14 conversation history storage; 30
in-vehicle environmental state detector (vehicle state detec-
tor); 31 voice S/N acquisition unit; 32 audio system operating
state acquisition unit; 33 air conditioner operating state acqui-
sition unit; 34 in-vehicle noise state acquisition unit; 35 win-
dow or roof opening/closing state acquisition unit; 36 voice
feature information acquisition unit; 40 vehicle surrounding
state detector (vehicle state detector); 41 time acquisition
unit; 42 weather state acquisition unit; 50 vehicle operating
state detector (vehicle state detector); 51 steering state acqui-
sition unit; 52 gearshift lever operating state acquisition unit;
53 brake operating state acquisition unit; 54 direction indica-
tor operating state acquisition unit; 55 illumination state
acquisition unit; 56 wiper operating state acquisition unit; 61
vehicle position acquisition unit; 62 vehicle speed signal
acquisition unit; 63 acceleration acquisition unit; 64 direction
acquisition unit; 65 continuous traveling time acquisition
unit; 66 continuous traveling distance acquisition unit; 67
traveling road type acquisition unit; 68 traveling road surface
state acquisition unit; 69 traveling road congestion state
acquisition unit; 70 traveling route setting state acquisition
unit; 71 traveling route guidance state acquisition unit; 72
map data storage.

What is claimed is:

1. An onboard information device which is mounted on a
vehicle to provide information for supporting a passenger, the
onboard information device comprising:
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a voice acquisition unit that continually detects and
acquires voice the passenger utters while the onboard
information device is in operation;

avoice recognition unit that recognizes speech contents of
the voice acquired by the voice acquisition unit;

a keyword extraction unit that extracts a prescribed key-
word from the speech contents recognized by the voice
recognition unit;

avehicle state detector that detects a vehicle state including
an environmental state in the vehicle, a surrounding state
of'the vehicle or an operating state of the vehicle; and

an output controller that creates display data or voice data
from the speech contents recognized by the voice rec-
ognition unit in accordance with the vehicle state
detected by the vehicle state detector and the keyword
extracted by the keyword extraction unit, and that carries
out output control of the display data or voice data to an
output unit.

2. The onboard information device according to claim 1,

wherein

the onboard information device is one of an onboard navi-
gation system, an onboard audio system, and an onboard
video system.

3. The onboard information device according to claim 1,

further comprising:

a conversation history storage that stores the speech con-
tents recognized by the voice recognition unit, wherein

the output controller creates the display data or voice data
using the speech contents stored in the conversation
history storage.

4. The onboard information device according to claim 1,

wherein

the vehicle state detector detects as the environmental state
in the vehicle a located state of one of the passenger,
voice acquisition unit and output unit.

5. The onboard information device according to claim 1,

wherein

the vehicle state detector detects, as the environmental state
in the vehicle, one of the S/N ratio of the voice the voice
acquisition unit acquires, an operating state of an in-
vehicle audio system or an air conditioner, an in-vehicle
noise state, and a window or roof opening/closing state.

6. The onboard information device according to claim 1,

wherein

the vehicle state detector detects, as the environmental state
in the vehicle, an emotional state of the passenger who
utters the voice by estimation from voice feature infor-
mation including one of a type, volume, interval, sound
quality, tone, color, tempo, and frequency characteristics
of the voice the voice acquisition unit acquires.

7. The onboard information device according to claim 1,

wherein

the vehicle state detector detects, as the surrounding state
of'the vehicle, one of the present date, time, a day of the
week, and a weather state in vehicle surroundings.

8. The onboard information device according to claim 1,

wherein

the vehicle state detector detects, as the operating state of
the vehicle, one of operation states of steering, gearshift
lever, brakes, direction indicators, illumination, and
wipers.

9. The onboard information device according to claim 1,

wherein

the vehicle state detector detects, as the operating state of
the vehicle, one of the present position, speed, accelera-
tion, direction, continuous traveling distance, continu-
ous traveling time, traveling road type, traveling road
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surface state, traveling road congestion state, traveling
route setting state, and traveling route guidance state of
the vehicle.
10. The onboard information device according to claim 1,
wherein
the output controller creates the display data or voice data
of different modes in accordance with the vehicle state
detected by the vehicle state detector or the keyword
extracted by the keyword extraction unit.
11. The onboard information device according to claim 10,
wherein
the display data or voice data of the different modes are
comprised of display data which differs in one of a type
of display characters or display images, their form, size,
color, density, brightness, and layout of the display char-
acters or display images on a screen, or voice data which
differs in one of a type of the voice, its volume, interval,
sound quality, tone, color, tempo, acoustic image, rever-
beration, number of channels, and frequency character-
istics.
12. The onboard information device according to claim 1,
wherein
the output controller decides necessity of outputting all or
part of the speech contents in accordance with the
vehicle state detected by the vehicle state detector or the
keyword extracted by the keyword extraction unit, and
creates or does not create the display data or voice data
of all or part of the speech contents.
13. The onboard information device according to claim 1,
wherein
the output controller decides on whether the keyword con-
tains a prescribed expression or not, and creates, when
deciding that the keyword contains the prescribed
expression, the display data or voice data by converting
the prescribed expression to a prescribed different
expression or a prescribed image or prescribed voice.
14. The onboard information device according to claim 1,
wherein
the output controller decides on whether the keyword con-
tains a prescribed abbreviation or a word used to replace
another word or a dialect, and creates, when deciding
that the keyword contains the prescribed abbreviation or
the word used to replace another word or the dialect, the
display data or voice data by converting the prescribed
abbreviation or the word used to replace another word or
the dialect to a prescribed standard expression.
15. The onboard information device according to claim 1,
wherein
the output controller decides timing of an output start or
output stop of the display data or voice data in accor-
dance with the vehicle state detected by the vehicle state
detector or the keyword extracted by the keyword
extraction unit, and controls the output unit so as to make
the output start or output stop of the display data or voice
data at the timing decided.
16. The onboard information device according to claim 1,
wherein
the output controller creates, when a plurality of passen-
gers are in the vehicle, the display data or voice data with
a mode that enables identification of the plurality of
passengers who utter speech.
17. The onboard information device according to claim 1,
wherein
the output controller, when a plurality of output units are
provided, selects or changes or switches the output units
that will output or will not output the display data or
voice data in accordance with the vehicle state detected
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by the vehicle state detector or the keyword extracted by
the keyword extraction unit.
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